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•Quality of Life (QoL) –major issues for cancer patients

•Medical records Ą creation of ML models for and

•Assistance in clinical decision-making –postoperative 

treatments Ą efficient utilization of resources, prioritization 

and personalization of care and improvement of QoL

issues

Motivation
Introduction and



•QoL for breast cancer patients

•Previous study –ASCAPE project

•Aim? ML and AI on QoL data Ą personalized follow-up strategy focusing 

of QoL issues: Anxiety, Depression, Insomnia and Pain

•QoL indicator –binary variable   0 –patient does not experience symptom

1 –patient experiences symptom

Introduction and
Motivation



•Challenging task from classification aspect

•Class imbalance problem

•Uneven number of samples in one class compared to other class(es)

Introduction and 
Motivation

Majority/

negative 

class

Minority/

positive 

class



•Wrongly classifying minority class is more undesired 

•Minority class samples have higher misclassification cost

•PROBLEM: Underperformance of standard ML methods

•Fail to identify minority samples 

•Why? Assumption: balanced class distribution and equal misclassification 

cost

•Naïve Bayes, SVM, DT and KNN –inadequate for class imbalance problem

Introduction and 
Motivation

modifications of ML methods for class 

imbalance problem in QoL data



Methodology

Data Level 

Approach

Algorithm Level 

Approach

•Rebalance the class 

distribution 

•Convenient - do not 

require knowledge about 

ML algorithm functionality

•Broader applicability 

•Limits and cost 

associated with data 

manipulation

•Modify ML algorithm to favor 
minority class

•Requires knowledge about 
method functionality and 
internal structure of 
algorithm

•Possibilities: modify 
optimization function, adjust 
decision threshold,  provide 
misclassification costs



Methodology Standard ML models

Naïve Bayes

Support Vector Machine

Decision Trees

Random Forest

K-Nearest Neighbors

Baseline 

models

Collection of samples {xi , yi }, i=1,…,n; xi = ( xi1, … , xip ), 

Target value yiᶰ
ρȟὭὪὼὦὩὰέὲὫίὸέάὭὲέὶὭὸώὧὰὥίί
πȟὭὪὼὦὩὰέὲὫίὸέάὥὮέὶὭὸώὧὰὥίί

ML model f: X ᴼY, XṖᴙp , Y Ṗᴙwith good generalization ability 

Notation:



Methodology

Naïve Bayes –NB

methods 

•Learn a probabilistic model based on Bayes 

theorem 

•Mathematically expressed:

ώ= ὥὶὫάὥὼὴώБ ὴὼώ

•Different versions:

- Multinomial Naïve Bayes (MNB) –assume 

multinomial distribution

- Bernoulli Naïve Bayes (BNB) –assume 

multivariate Bernoulli distribution 

- Complement Naïve Bayes (CNB)–modified 

MNB 



Methodology

Naïve Bayes –NB

methods 

•Complement Naïve Bayes (CNB)–modified MNB 

•calculating complement probability

•Difference in estimation of likelihood probabilities:

ὴὼώ
ὔ 

Вὔ ὴ

•Classificationrule:ώҐὥὶὫάὥὼὴώБ
ὼώ

•probability that an example not belongs to class ώ

• example is classified in class ώwith lowest 

probability



Methodology

Support Vector Machine 

methods

•Search for optimal hyperplane that max the margin 

and min classification errors

•Soft margin hyperplane –parameter C regulates 

trade-off between error min and margin max

•Error-rate driven method

•Weighted SVM (SVMw) –modified SVM with 

regularization term C per class



Methodology

Support Vector Machine 

methods

•Weighted SVM (SVMw) –parameters C+ and C- to 

manage errors for minority and majority class

•The optimization problem:

άὭὲ
ρ

ς
×ύ ὅ ‚ ὅ ‚

s.t.ώύ ύὫὼ ρ ‚ȟ‚ π

•Different regularization parameter for each class

•Possibility to manage smaller tolerance for wrongly 

classifying minority samples



Methodology

Decision Tree –DT

methods

•Model - flowchart-like tree structure

•Classify sample in majority class 

•Classification rule: 
ώ В ὯάὍὼᶰὙ , where 

Ὧά ὥὶὫÍÁØὴ and ὴ

•Split samples using Gain measure 

•Use Gini measure as impurity metric (CART)

•Stopping condition + post-pruning 

•Weighted Decision Tree(DTw) –modified Decision 

tree

•Cost-sensitive Decision Tree (CSDT)  - modified 

Decision Tree



Methodology

Decision Tree –DT

methods

•Weighted Decision Tree(DTw) 

• weighted Gini measure:
ὗ ςÐ ρ Ð , where 

ὴ = , ύ В ύ ὔ ȟËɸ πȟρ

•weighted Gain 

ὋὥὭὲὮ ὗ
ύ

ύ
ὗ

ύ

ύ
ὗ

•class weights being inversely proportional to class 

frequencies



Methodology

Decision Tree –DT

methods

•Cost-sensitive Decision Tree (CSDT)

•Unequal misclassification cost 

represented by cost matrix

•Classify sample in least costly

class: Ὧά ὥὶὫάὭὲὧέίὸὪ ά

where ὧέίὸὪ ά

В ᶰ ὅ ȟὭὪὯ π

В ᶰ ὅ ȟὭὪὯ ρ

Cost-sensitive impurity measure: ὗ ÍÉÎὧέίὸὪά ȟὧέίὸὪά

Feature selection measure Ą relative cost reduction 

measure

•Cost-sensitive post-pruning

Predicted
negative

Predicted
positive

Actual
negative

ὅ ὅ

Actual 
positive

ὅ ὅ



Methodology

Random Forest 

methods

•Ensemble method, variant of bagging with DT

•Combine base learners in final model

•Predict most frequent class in all predictions of DTs 

in ensemble –majority voting

•Weighted Random Forest (RFw) –use DTw as 

base models, with class weights being inversely 

proportional to class frequencies

•Cost-sensitive Random Forest (CSRF) 



Methodology

Random Forest

methods

•Cost-sensitive Random Forest (CSRF)

•Use CSDT as base models

•Two strategies for combining predictions:

•Majority voting –most frequent class in all 

predictions of CSDT models in ensemble

•Weighted voting (CSRFw) –use weights that take 

into account cost reduction of CSDT models

•Gives larger contribution in decision for CSDT 

with larger contribution in misclassification cost 

reduction



Methodology

K-Nearest Neigbors

methods

•Non-parametric method 

• Identifies K nearest neighbors closes to given 

sample and for each class estimates conditional 

probability as fraction of K samples in the class –

majority voting

•Weighted voting –give more weight to closest 

samples

• Insignificant modification in class imbalance 

framework but not in our case

•Propose KNN with non-uniform weights and 

optimized K 



Evaluation and
Results

•10-fold cross-validation as in benchmark study 

with same predefined folds

•Evaluation measures:

•Accuracy –inappropriate but most commonly 

used

•Recall and precision per class 

•Recall and precision for model –averaged 

scores per class

•F1 score –special case of

Ὂ
ρ  ὴὶὩὧὭίὭέὲὶzὩὧὥὰὰ

ὴὶὩὧὭίέὲὶὩὧὥὰὰ
•F2 used during hyperparameter tuning in grid 

search method



Evaluation and
Results

Datasets:

BcBase–population-based research database

patients in early breast cancer 

stage from three healthcare regions 

in Sweden

BcBase-Anxiety

BcBase-Depression 

BcBase-Insomnia 

BcBase-Pain 

Imbalance ratio - ratio 

of the majority class 

size to minority class

2.309

2.359

1.079

2.499



Evaluation and
Results

•* - baseline models from the reference 

study 

•w - model incorporates class weights or 

for Cost-sensitive Random Forest 

(CSRFw) - weighted voting strategy

•General findings:

•All baseline models are outperformed 

by proposed model(s) in terms of F1 

score 

•All baseline models are outperformed 

by proposed model(s) in terms of 

Rec+



Evaluation and
Results •* - baseline models from the reference 

study 

•Bold model * is best model from the study

•Findings:

•SVMw and CNB best in terms of F1

•SVMw highest Rec+ - significant 

improvement over baseline SVM* 

model

•SVMw preferred over both CNB and 

best baseline NB* - Rec+ better reflect

ability of a model to correctly classify 

examples form minority class

Model F1 Prec+ Rec+ Prec- Rec-

SVM* 0,411 0,000 0,000 0,698 1,000

SVMw 0,531 0,356 0,632 0,760 0,505

NB* 0,552 0,379 0,354 0,728 0,749

MNB 0,553 0,389 0,325 0,727 0,779

CNB 0,556 0,371 0,511 0,747 0,626



Evaluation and
Results

•* - baseline models from the reference 

study 

•Bold model * is best model from the study

•Findings:

•SVMw and MNB best in terms of F1

•MNB twice as small Rec+ compared 

to SVMw

•7% improvement in Rec+ over best 

baseline model without decrease in 

F1 score

Model F1 Prec+ Rec+ Prec- Rec-

SVM* 0,413 0,000 0,000 0,702 1,000

SVMw 0,535 0,351 0,589 0,756 0,539

NB* 0,534 0,345 0,514 0,741 0,588

MNB 0,537 0,370 0,269 0,722 0,806

CNB 0,531 0,346 0,560 0,747 0,552



Evaluation and
Results

•* - baseline models from the reference 

study 

•Bold model * is best model from the study

•Findings:

•SVMw, CNB and MNB highest F1

•SVMw higher Rec+ compared to CNB 

and MNB

•CSDT highest Rec+

Model F1 Prec+ Rec+ Prec- Rec-

SVM* 0,533 0,529 0,427 0,549 0,647

SVMw 0,569 0,549 0,589 0,591 0,551

NB* 0,554 0,539 0,529 0,570 0,580

MNB 0,556 0,541 0,527 0,572 0,586

CNB 0,558 0,541 0,546 0,575 0,570

DT* 0,515 0,497 0,500 0,534 0,531

DTw 0,552 0,532 0,569 0,573 0,537

CSDT 0,549 0,528 0,592 0,574 0,510



Evaluation and
Results

•* - baseline models from the reference 

study 

•Bold model * is best model from the study

•Findings:

•In terms of F1 score best model is 

CSDT followed by SVMw

•Both models are better in terms of 

Rec+ compared to DT* (best 

baseline) 

•SVMw preferred over CSDT

Model F1 Prec+ Rec+ Prec- Rec-

SVM* 0,417 0,000 0,000 0,714 1,000

SVMw 0,553 0,357 0,587 0,777 0,576

NB* 0,517 0,333 0,643 0,773 0,484

MNB 0,543 0,371 0,269 0,737 0,817

CNB 0,538 0,342 0,554 0,763 0,573

DT* 0,522 0,316 0,333 0,727 0,712

DTw 0,524 0,332 0,587 0,762 0,528

CSDT 0,561 0,364 0,444 0,756 0,689



Conclusion

and future work

Each baseline 
classifier is 

outperformed by 
proposed 
alternative 
model(s)

Another approach 
for tuning 

hyperparameters

SVMw best 
performing model 

for all BcBase
datasets

Stacking 
ensemble 

method (SVMw
+ CSDT)



Thank you for 
attention!

Questions?

Comments?


