Time Series Analysis and Possible Applications

Mirjana Ivanović*, Vladimir Kurbalija*

* University of Novi Sad, Faculty of Sciences, Novi Sad, Serbia
e-mail: {mira, kurba}@dmi.uns.ac.rs

Abstract - Data presented in form of time series as its analysis and applications recently have become increasingly important in different areas and domains. In this paper brief overview of some recently important standard problems, activities and models necessary for time series analysis and applications are presented. Paper also discusses some specific practical applications.

I. INTRODUCTION

Recently data presented in form of time series as its analysis and applications have become increasingly important in different domains. A time series is a set of ordered observations on a quantitative characteristic of a phenomenon at equally spaced time points. One of the main goals of time series analysis is to forecast future values based on existing series. There are a lot of possible domains and various fields of research based on time series like: business, engineering, environometrics, economics, medicine, politics, social sciences, and a lot of others. Initial and significant book in the area Time Series Analysis: Forecasting and Control, has been published by Box and Jenkins (1970, 1976) bringing comprehensible methodologies and providing a modernized approach to time series analysis and forecasting. After that a numerous books and enormous number of research, theoretical and practical, papers have been published changing attitude and increasing significance of such kind of data.

One of the main activities in this domain is time series modeling which supports to carefully collect and rigorously study the past observations of a time series in order to develop an appropriate model. Such model serves to describe the inherent structure of the series and to produce adequate framework that then has been used to generate future values for the series, and make useful forecasts.

The use of computers and appropriate software tools is necessary in modern quantitative analysis. It is also extremely important in time series analysis where different complex algorithms and extensive computations are unavoidable. In many research areas and situations adoption of different methodologies and usage of adequate software tools are necessary to provide simplified and effective processes for complex subjects in time series analysis and forecasting.

The rest of the paper is organized as follows. In second section a brief overview of contemporary techniques for time series modeling and processing are presented. Section III is devoted to some of standard activities for better representation, pre-processing and similarity analysis of time series. Section IV briefly discusses some possible practical applications of time series in several domains. Section V introduces a framework for analysis and prediction in time series processing. Last section concludes the paper.

II. SOME IMPORTANT TIME SERIES MODELS

Time series analysis, modeling and forecasting have fundamental importance to various practical domains. To improve the efficiency and accuracy of time series modeling and forecasting in last two decades a lot of innovative, important models have been proposed. Some authors recognize [1] three important classes of time series models: the stochastic, neural networks and SVM based models.

Among the frequently used and evidently most popular stochastic time series models is the ARIMA - Autoregressive Integrated Moving Average [2, 3] model. The essential assumption in implementation of this model is: time series are linear and follows a particular known statistical distribution, like the normal distribution. ARIMA model is further explored for establishing other subclasses of models, like the Autoregressive (AR), Moving Average (MA) and Autoregressive Moving Average (ARMA). Box and Jenkins [4] had proposed very successful variation of ARIMA model for known phenomena of seasonal time series forecasting, the SARIMA - Seasonal ARIMA.

In spite the fact that ARIMA model is flexible, simple for optimal model building process it suffers of severe limitation. One of important limitations is pre-assumed linear form of the associated time series which becomes inadequate in different practical situations. Consequently various non-linear stochastic models have been developed in order to overcome this drawback. On the other hand these models are not so straight-forward and simple from implementation point of view as the ARIMA models.

Recently, general revitalization of artificial neural networks (ANNs) also has influenced its growing attentions in the fields of time series forecasting [2, 5]. ANNs especially have been successfully applied for forecasting and classification purposes in wade range of areas [5]. The excellent feature that influenced use of ANNs in forecasting problems is their inherent capability of non-linear modeling, without any presumption about the statistical distribution followed by the adequate observations [5].

ANNs possess two important features, first of all they are data-driven (as appropriate model is adaptively formed based on the given data) and on the other hand they are
self-adaptive [6]. During the past several years a considerable amount of research have been carried out towards the application of neural networks for time series modeling and forecasting.

There are various ANN forecasting methods and algorithms like the multi-layer perceptrons (MLPs), which are characterized by a single hidden layer Feed Forward Network (FNN) [6] but also widely used variation of FNN like Time Lagged Neural Network (TLNN). A very interesting and new approach is oriented towards ANN model for seasonal time series forecasting Seasonal Artificial Neural Network (SANN). It had been presented in more details in [7].

This model is unexpectedly simple and has been experimentally verified to be quite successful and efficient in forecasting seasonal time series.

A significant step forward happened in the area of time series forecasting with the development of concept of support vector machine (SVM) [8, 9]. The initial aim of SVM was to solve pattern classification problems but later they have been started to be applied in many other fields including time series prediction problems [9]. Apart from fact that it is useful for classification tasks it is also intended for a better generalization of the training data. For this reason the SVM methodology getting one of the frequently used techniques for time series forecasting problems. The objective of SVM is to use the structural risk minimization (SRM) principle to find a decision rule with good generalization capacity. Important feature of SVM is that here the training is equivalent to solving a linearly constrained quadratic optimization problem. Unlike the other traditional stochastic or neural network methods solution achieved by applying SVM method is always unique and globally optimal. Above all the most significant property of SVM is that the quality and complexity of the solution can be independently controlled, irrespective of the dimension of the input space [10]. Usually in SVM applications, the input points are mapped to a high dimensional feature space using special functions - support vector kernels. In last several years numerous SVM forecasting models have been developed for time series forecasting among the most frequently used are: Least-square SVM (LS-SVM) and Dynamic Least-square SVM (LSSVM).

III. ANALYSIS OF TIME SERIES

Time series embody one form of sequential data where the value of some numeric parameter in an observed process is recorded periodically in time. Each element of a time series describes the phenomenon under examination at a specific point in time. The parameters of interest can be various: the recorded values of some scientific sensor, the daily number of hits of some website, the value of shares on a stock market, the number of rainy days per year, etc. The observation rate can vary from one millisecond to several years, and in the general case the observation rate need not to even be uniform. However, the common characteristic of time series is that they usually consist of a large number of points (recorded values), which can make the handling of time series difficult.

Time series are used for storage, display and analysis of data across a wide range of different domains, including various areas of science, medicine, economics, ecology, telecommunications and meteorology [11–13]. In almost every scientific field, measurements are performed over time and the collected data can be organized in the form of time series with the aim of extracting meaningful knowledge.

Time-series analysis applies different methods, mainly from statistics, data mining and machine learning, in order to model and understand the process which generated time series or to make forecasts. Accordingly, several task types are important for time-series analysis, most notably indexing, classification, clustering, prediction, forecasting, segmentation, and anomaly detection [14–17]. In addition, there are three important concepts which need to be considered when dealing with time-series data, and which will be described in more detail: pre-processing transformation, time-series representation and similarity/distance measure.

A. Pre-processing Transformations

Very commonly “raw” time series comes with different kinds of distortions. For most real-world applications these distortions are not meaningful, and they should be removed. This is the task of pre-processing phase. Generally, there are four groups of pre-processing transformations: Offset translation, Amplitude scaling, Removing linear trend, Removing noise.

Offset translation: Frequently, the values of various time series does not belong to the same interval, although their overall shape is very similar. In those situations, the values of time series should be translated into the same value-interval. The simplest solution for this problem is to subtract the mean value of each time series.

Amplitude scaling: In some situations, two or more time series have different amplitudes. If this property is undesirable, the amplitude scaling transformation should be applied. The most common approach is to subtract the mean value from time series and to divide this difference by standard deviation.

Removing linear trend: In some cases, time series contain some constant linear trend (growing or decreasing). In these situations, the most common approach is to fit a straight line through the time series, and then to subtract that line from the time series.

Removing noise: Very often, raw time series contains some kind of noise. There are many techniques for noise removal, but most of them are based on moving averages methods. The essence of these methods is to average each data point of time series with two or more of its neighbors.

Finally, it is worth mentioning that sometimes the distortions are the most interesting thing about the data, and in these cases pre-processing is not performed. The selection of pre-processing tasks depends on data and on task types which have to be performed.
B. Time-series Representations

As already mentioned, the dimensionality of time series, depending on domain, can be huge. Therefore, dimensionality of time series must often be reduced before applying certain data mining tasks upon it. Main purpose of time series representations is to decrease data dimensionality while keeping the important characteristics of the original time series which usually implies the overall behavior of time series and the shape. This process, of course, includes some information loss, so the main objective is to keep crucial information. By keeping important information, representation preserves time series features, behaving just like original time series in data mining algorithms. Among many proposed representation techniques, only the major ones will be described here.

Discrete Fourier Transform (DFT). DFT is actually used in many fields (such as digital signal processing, image processing, solving of partial differential equations, etc.), and has also found its application in time series data mining. Basic idea of DFT is that any signal can be represented by the super position of finite number of sine/cosine waves. After applying DFT, dimensionality of time series stays unchanged, so to reduce data dimensionality, we need to dismiss some Fourier coefficients. It is observed that only the first few coefficients appear to be dominant and therefore the rest can be omitted without great information loss [18]. In that way data series dimensionality can be efficiently decreased.

Discrete Wavelet Transform (DWT) [19]. Wavelets are functions that represent time series in terms of the sum and difference of prototype function, called mother wavelet. Unlike DFT, in which case each coefficient carries out only global information, DWT coefficients hold local information (each wavelet hold informs of some time series segment). First coefficients are more global, while the each next group of coefficients refines global picture by adding more information to certain segments of time series. That is why they are very suitable for decreasing time series dimensionality. By taking first few DWT coefficients, we are actually taking global time series characteristics, and that is exactly what time series representation should hold.

Piecewise Aggregate Approximation (PAA) [20]. Underlying idea is very simple. Original time series is divided in N equal segments. For each segment mean value is calculated and stored. In that way dimensionality of original time series is decreased to N. Although very simple, this method proved to be reasonably good when used in data mining algorithms.

Piecewise Linear Approximation (PLA) [21]. Just like in PAA, time series is divided in N segments (here not necessarily of equal size). Each segment is then represented by a line. There are two ways of defining that line; it can be linear interpolation between start and end point of corresponding segment, or it can be linear regression that takes into account all points that are contained in the segment. Each segment is then presented by two numbers (a and b coefficients of line equation \( y = ax + b \)), so if dimensionality of final representation needs to be N, time series is divided into N/2 segments. As noted at the beginning, time series segments by definition do not have to be of equal size. Segments lengths are determined by different kind of algorithms whose main aim is to create representation of minimal reconstruction error. The problem with that approach is that distance measure upon this kind of representation does not support lower bounding, which is necessary in order to use representation in indexing algorithms.

Indexable Piecewise Linear Approximation (IPLA) [22]. IPLA solves the indexing problem of PLA in two aspects. According to first modification, IPLA does not allow segments of different lengths. Second modification introduces reset of x (time) component of each time series segment.

Symbolic Aggregate Approximation (SAX) [23]. This representation is built upon PAA. Idea of SAX is to convert data into a discrete format which is based on predefined alphabet. Before discretization, time series is transformed via PAA algorithm. In order to convert PAA coefficients to alphabet symbols, we must first define breakpoints that divide the distribution space into \( S \) equiprobable regions, where \( S \) is the size of alphabet. Each defined region is mapped into one alphabet symbol. Transformation of PAA representation is now trivial each coefficient is mapped and transformed into one alphabet symbol.

C. Similarity/Distance Measures

One of the most important aspects of time-series analysis is the choice of appropriate similarity/distance measure – the measure which tells us to what extent two time series are similar. The choice of an appropriate time-series similarity measure is a critical point when dealing with many tasks in mining temporal data. While working with traditional databases we are interested in data that exactly match the given query, in the case of similarity-based retrieval of time series, we are looking for sequences that most resemble a given series. As similarity-based retrieval is explicitly or implicitly used in all main tasks of time series analysis (including classification, clustering, forecasting, etc.), it is important to carefully define the similarity measure between time series in order to reflect the underlying (dis)similarity of the specific data they represent. There is a large number of (dis)similarity measures for time series data proposed in the literature, but here we will present only the several major ones.

\( L_p \)-norm is one of the most popular classes of similarity measures that are used in data mining algorithms. Its definition is given in formula (1) where \( Q \) and \( C \) are time series of length \( n \), \( q_i \) is the value of \( Q \) at point \( i \), and \( c_i \) is value of \( C \) at point \( i \). Variable \( p \) denotes the norm that is used. For example, \( p = 1 \) corresponds to the Manhattan distance, \( p = 2 \) is Euclidean distance, and \( p = \infty \) is Chebyshev distance.

\[
D(Q, C) = \sqrt[p]{\sum_{i=1}^{n}(q_i - c_i)^p}
\]

(1)

The advantage of Euclidean distance is that it is very easy to compute and to understand. There are, however, some disadvantages, too: the sequences must have the
same number of points (can be avoided by interpolation to equal length), it is sensitive to shifting and scaling along the y-axis (can be precluded by normalizing the series), and it is also sensitive to distortions and shifting along the time axis. The last problem is successfully solved with elastic measures; all measures that are presented in further text are elastic distance measures.

**Dynamic Time Warping (DTW).** Euclidean distance is based on linear aligning of related points of time series (Fig. 1 (a)); the i-th point of the first series is paired with the i-th point of the second one. The assessment of the distance can be improved by warping the time axis of one or both of the sequences (Fig. 1 (b)). One of the most popular distance measures based on non-linear aligning is the Dynamic Time Warping [24].

![Figure 1. (a) Linear aligning of time series in case of the Euclidean distance, (b) Non-linear aligning of DTW](image)

**Longest Common Subsequence (LCS)** [25]. This elastic similarity measure is one of the edit distances. The similarity of two time series is presented as the length of their longest common subsequence.

**Edit Distance on Real Sequence (EDR)** [26] is another edit distance that found its application in time series data mining. EDR value is actually minimal number of edit operations (insertions, substitutions and deletions) that need to be applied upon one time series in order to transform it to another time series. This similarity measure proved to be very robust to noise.

**Edit distance with Real Penalty (ERP)** [27]. Main problem with all mentioned elastic measures is that they do not satisfy the triangle inequality, so they cannot be used in indexing algorithms. ERP similarity measure combines L1-norm with DTW and EDR, dismissing segments of those measures that are causing them not to satisfy triangle inequality.

All of these elastic similarity measures are based on dynamic programming. It is well known that the computational complexity of dynamic programming algorithms is quadratic, which is often not suitable for larger real-world problems. However, the usage of global constraints such as Sakoe-Chiba band and Itakura parallelogram can significantly speed up the calculation of similarities. Furthermore, it is also reported [28] that the usage of global constraints leads to a qualitatively different measures which can have even improved accuracy of classification compared to unconstrained similarity measures. The accuracy of classification is commonly used as a qualitative assessment of a similarity measure.

IV. **SOME POSSIBLE REAL LIFE APPLICATIONS OF TIME SERIES DATA**

Significance and importance of time series analysis and practical use is getting more and more important in almost all areas of human life like science, engineering, technical, economical and sociological systems. So time series modeling is extremely important and this model is then used to generate future values for the series, i.e. to make appropriate forecasts. Time series forecasting thus can be termed as the act of predicting the future by understanding the behaviors detected in the past. Due to the indispensable importance of time series forecasting they are significant scientific trend in numerous practical fields such as business, economics, finance, science, medicine and engineering.

The choice of the best and most appropriate forecasting models depends on the forecasting horizon and usually there are three types of time series forecasts.

**Point Forecast:** a single number or a “best guess.” It does not provide information on the level of uncertainty around the point estimate/forecast.

**Interval Forecast:** relative to a point forecast, this is a range of forecasted values which is expected to include the actual observed value with some probability.

**Density Forecast:** this type of forecast provides information on the overall probability distribution of the future values of the time series of interest.

However, the point forecast is the most commonly used type of forecast by businesses managers and policymakers.

A. **Time Series in Financial and Business Domains**

Policymakers and business managers on a regular basis use forecasts of financial variables to help make important decisions about production, purchases, market conditions, and other choices about the best allocation of resources [29].

Time series analysis is an integral part of financial analysis with applications to the prediction of interest rates, foreign currency risk, stock market volatility, and a lot of other similar tasks and activities.

In comparison to other areas and domains, the modeling of economic time series is characterized by several problems [29]:

- The empirical sample sizes in economics (usually ranges between 25 - 100 observations) are generally small, especially compared to other...
areas like physics or biology with more than several thousands of observations.

- Economic time series are highly dependent and they are correlated with other economic time series. In the economic science, problems are almost never concerned with univariate series. An example can be a function of income, and at the same time, consumption also affects income directly and through various other variables.

- Economic time series are also often dependent over time. Many series display high autocorrelation, as well as cross autocorrelation with other variables over time.

- Economic time series are generally non-stationary. Their means and variances change over time, implying that estimated parameters might follow unknown distributions as an alternative of standard tabulated distributions like the normal distribution. Non-stationarity arises from productivity growth and price inflation. In some situations, for example, inference in econometrics become quite complicated, and requires the development of novel statistical techniques for handling stochastic trends. Examples of such new techniques include the concepts of cointegration and common trends, and asymptotic theory for integrated variables.

- Economic time series cannot be assumed to be drawn from samples like in classical statistics. Since the sampling process can be controlled the variables which make up the sample can be seen as random variables. Hypothesis are then formulated and tested conditionally on the assumption that the random variables have a specific distribution. Economic time series are seldom random variables drawn from some underlying population in the classical statistical sense.

- Different variables like, money, prices, GDP, and dividends are given from history. To get a different sample it is necessary to re-run history, which is obviously impossible. The way statistic theory deals with this situation is to reverse the approach taken in classical statistic analysis, and build a model that describes the behavior of the observed data.

- Finally, from the view of economics, the subject of statistics deals mainly only based on the estimation and inference of covariances. On the other hand the econometrician must also give estimated parameters an economic interpretation. When it comes to time series, economic theory is an integrated part of the modeling process. Many econometric studies fail because researchers assume that their estimates can be given an economic interpretation without considering the statistical properties of the model, or the simple fact there is in general not a one to one correspondence with observed variables and the concepts defined in economic theory.

B. Application of Time Series in Medical Domains

Medical time series usually are combined with other methods like CBR-Case-based reasoning and data mining. These synergies may be of the form of pre-processing for feature mining from time series [30] or for retrieval of cases involving temporal features. Recent trends in applying CBR in medicine involve the representation of time series data for the purpose of reason about patient progress over time [31]. In medical domains important is to determine the transition of behavior over time rather than draw conclusions based on the absolute values in time series.

A characteristic example of combination of case-based decision-support system and time series data has been applied for diagnosing respiratory sinus arrhythmia (RSA) based on sensor readings [32]. The data mining facilities of this system allow for time-series classification and pattern identification. Following the case-based reasoning paradigm, classification of time series is performed by observing similar time series. In particular, the classifier examines sequences of patterns and their co-occurrence with class labels. The method is experimentally evaluated with a clinical case library, showing that it improves the classification accuracy.

Similar approach [30] the challenge of analyzing time series generated from lengthy and complex nature of signals is examined. In this approach a set of qualitative, interpretable features from original and usually real-valued time series data has been extracted. Features are generated by transforming the time series of real numbers into a symbolic series by temporal abstraction or symbolic approximation. Classification is then performed on such symbolic sequences and authors examine four alternative ways to index time series cases using discovered key sequences.

In [33] authors extend mentioned approaches by developing a hybrid case-based reasoning system for the application of stress diagnosis, which is based on time-series measurements in the form of signals and textual medical meta-data. To address the noise in the signals system uses a fuzzy similarity searching procedure. Fuzzy similarity aims at more accurate similarity estimates compared to traditional distance-based similarity measures for time series like Discrete Time Warping. More details on approaches in this direction can be found in [33].

C. Large-Scale Astronomical Time Series Databases

One of contemporary and modern areas where time series analysis can play important role are different areas of astronomy and astrophysics [34]. Time-domain astronomy (TDA) is rapidly changing faced by the exponential growth of the sample size, data complexity and data generation rates of new astronomical sky surveys. For example, the Large Synoptic Survey Telescope (LSST), which will begin operations in northern Chile in 2022, is planned to generate more than 150 Petabyte imaging dataset of the southern hemisphere sky. The LSST is intended to improve understanding of time-varying astrophysical objects, and also to reveal a plethora of yet unknown faint and fast-varying phenomena [34]. So this new field of data-driven astronomy
introduced new challenging areas: astroinformatics and astrostatistics. These new data-oriented paradigms encompass significant disciplines like statistics, data mining and machine learning, knowledge discovery, and computational intelligence. The role of time series analysis here is of great significance for using robust methods needed for the rapid detection and classification of known astrophysical objects as well as the unsupervised characterization of novel phenomena.

Photometry as a part of astronomy is aimed to the precise measurement of visible electromagnetic radiation from astronomical objects. Several techniques and methods are applied to transform the raw astronomical data into standard units of flux or intensity. The basic tool in the analysis of astronomical brightness variations is the light curve. A light curve is a plot of the magnitude of an object’s electromagnetic radiation expressed as a function of time. This light curve analysis is challenging, because of the sheer size of the databases, and also due to the characteristics of the data itself. Astronomical time series are unevenly sampled due to constraints in the observation schedules, telescope allocations and other limitations. The sampling is randomized because observations for each object happen at different times every night under different weather conditions. Discontinuities in light curves can also be caused by different technical factors. Astronomical time series are also affected by several noise sources.

In general, errors in astronomical time series are non-Gaussian and heteroscedastic, i.e., the variance of the error is not constant, and changes along the magnitude axis. Other common problematic situations arising in TDA are the sample-selection bias and the lack of balance between classes. Generally the astrophysical phenomena of interest represents a small fraction of the observable sky, hence the vast majority of the data belongs to the “background class”. This is especially noticeable when the objective is to find unknown phenomena, a task known as novelty detection. Sufficient coverage and exhaustive labeling are required in order to have a good representation of the sample, and to assure capturing the rare objects of interests and highly promising application of time series analysis.

V. FAP – FRAMEWORK FOR ANALYSIS AND PREDICTION

All these concepts, when introduced, are usually separately implemented and presented in different publications. Every newly-introduced representation method or distance measure has claimed a particular superiority. However, this was usually based on comparison with only a few other representatives of the proposed concept. On the other hand, to the best of our knowledge there is no freely available software system for time-series analysis and mining which supports all important concepts, with the exception of the work proposed in [17]. Being motivated by these observations, we have designed a multipurpose, multifunctional system FAP – Framework for Analysis and Prediction [35]. FAP supports all important concepts and activities connector to time series data like: different representations, applications of wide range of similarity measures and pre-processing tasks; with the possibility to easily change some existing or to add new concrete implementation of any other concept.

FAP is mainly designed for time-series researchers in order to test and compare existing and newly introduced time-series concepts, methods and models. However, it can also be useful to professionals from different domains not familiar with time-series analysis as an assistance tool for choosing appropriate methods for their own time series data sets. FAP is freely available and can be downloaded from http://perun.dmi.rs/fap/.

The Framework for Analysis and Prediction has been already successfully employed within various research domains including: investigation of the influence of global constraints on distance measures [28, 36], developing a distributed distance matrix generator based on agents [37], mining time series in the psychological domain [38, 39], time-series analysis in the medical domain [40], and in financial forecasting [41].

VI. CONCLUSION

Time series are characteristic representatives of complex data. Analysis and applications of time series have become progressively more important in a variety of fields of research and real life problems, including business, economics, engineering, medicine, social sciences, environmetrics, politics, and others. Also time series analysis, modeling and forecasting has fundamental importance in these practical domains. In the paper we briefly presented several contemporary, innovative, and important models and discussed their possible applications.
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